# Polynomial Approximations to Integral Transforms 

By Jet Wimp

1. Introduction. The symmetric Jacobi polynomials $P_{n}^{(\alpha, \alpha)}(x)$, orthogonal on the interval $-1 \leqq x \leqq 1$, are widely used for approximating functions, but the integral which defines the coefficients for the expansion of a function $g(x)$ in these polynomials usually is quite difficult to evaluate. The problem is simplified if $g(x)$ is an integral transform of the Fourier or Laplace type, since the kernel of the transform generates a series of the above polynomials. The coefficients in such cases are found to be Hankel transforms, which are widely tabulated.

Examples include Chebyshev polynomial expansions of $1 /(x+a)^{k}, \psi(x+a)$, $\log \Gamma(x+a), C i(x)$ and $S i(x)$.
2. Formulas When $g(x)$ is a Laplace or Fourier Transform. The symmetric Jacobi polynomials [1, v. 2, p. 168] may be defined by

$$
\begin{equation*}
P_{n}^{(\alpha, \alpha)}(x)=\binom{n+\alpha}{n}_{2} F_{1}\left[-n, n+2 \alpha+1 ; \alpha+1 ; \frac{1}{2}-\frac{1}{2} x\right] \tag{1}
\end{equation*}
$$

A function $g(x)$ satisfying certain conditions has the expansion

$$
\begin{equation*}
g(x)=\sum_{n=0}^{\infty} A_{n} P_{n}^{(\alpha, \alpha)}(x), \quad-1 \leqq x \leqq 1 \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}=\frac{(2 n+2 \alpha+1) n!\Gamma(n+2 \alpha+1)}{2^{2 \alpha+1}[\Gamma(n+\alpha+1)]^{2}} \int_{-1}^{1} g(x)\left(1-x^{2}\right)^{\alpha} P_{n}^{(\alpha, \alpha)}(x) d x \tag{3}
\end{equation*}
$$

Suppose now that $g(x)$ is the Laplace transform of some $f(t)$,

$$
\begin{equation*}
g(x)=\mathscr{L}\{f(t)\}=\int_{0}^{\infty} e^{-x t} f(t) d t=\sum_{n=0}^{\infty} A_{n} P_{n}^{(\alpha, \alpha)}(x) \tag{4}
\end{equation*}
$$

To determine the $A_{n}$ 's replace the kernel of the Laplace transform by its Neumann series [1, v. 2: p. 98, No. (1); p. 175, No. (16); p. 174, No. (6); and the duplication formula for the gamma function].

$$
\begin{align*}
e^{-x t} & =\sum_{n=0}^{\infty}(-)^{n} \Omega_{n} \frac{I_{n+\alpha+1 / 2}(t)}{t^{\alpha+1 / 2}} P_{n}^{(\alpha, \alpha)}(x)  \tag{5}\\
\Omega_{n} & =\frac{2^{1 / 2-\alpha} \pi^{1 / 2}\left(n+\alpha+\frac{1}{2}\right) \Gamma(n+2 \alpha+1)}{\Gamma(n+\alpha+1)} \tag{6}
\end{align*}
$$

Then (4) yields

$$
\begin{equation*}
A_{n}=e^{(n-\alpha-1)[x i / 2]} \Omega_{n} \mathfrak{H C}\left\{\frac{f(t)}{t^{\alpha+1}}\right\}_{\substack{\nu=i \\ v=n+\alpha+1 / 2}}, \tag{7}
\end{equation*}
$$
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$$
\begin{equation*}
\mathfrak{X C}\{F(t)\}=\int_{0}^{\infty} F(t) J_{\nu}(y t)(y t)^{1 / 2} d t \tag{8}
\end{equation*}
$$

$\mathscr{H}\{F(t)\}$ denotes the Hankel transform of $F(t)$ [2].
When $\alpha=-\frac{1}{2}$, (7) furnishes the coefficients for the Chebyshev expansion

$$
\begin{equation*}
g(x)=\int_{0}^{\infty} e^{-x t} f(t) d t=\sum_{n=0}^{\infty} C_{n} T_{n}(x), \quad-1 \leqq x \leqq 1 \tag{9}
\end{equation*}
$$

where

$$
C_{n}=\epsilon_{n} e^{(n-1 / 2)[x i / 2]} \mathscr{H}\left\{\frac{f(t)}{t^{1 / 2}}\right\}_{\substack{y=i  \tag{10}\\
m=n}}, \quad \epsilon_{n}=\begin{align*}
& 1, n=0 \\
& 2, n>0
\end{align*}
$$

If we replace $t$ by it in (5), we find that the same method is applicable when $g(x)$ is a Fourier transform of $f(t)$. We omit details, but the key results for the sine and cosine transforms are as follows.

$$
\begin{align*}
& g_{1}(x)  \tag{11}\\
& g_{2}(x)
\end{align*}=\int_{0}^{\infty} f(t) \sin _{\cos }(x t) d t=\sum_{n=0}^{\infty} S_{n} C_{n}^{(\alpha, \alpha)}(x), \quad-1 \leqq x \leqq 1
$$

where

$$
S_{n}=\left\{\begin{array}{l}
0, \quad n \text { even, }  \tag{12}\\
e^{(n-1)(\pi i / 2]} \Omega_{n} \mathcal{H C}\left\{\frac{f(t)}{t^{\alpha+1}}\right\}_{\substack{y=1 \\
y=n+\alpha+1 / 2}},
\end{array} \quad n \text { odd },\right.
$$

and

$$
C_{n}=\left\{\begin{array}{l}
0, \quad n \text { odd }  \tag{13}\\
e^{n \pi i / 2} \Omega_{n} \mathcal{H C}\left\{\frac{f(t)}{t^{\alpha+1}}\right\}_{\substack{y=1 \\
y=n+\alpha+1 / 2}},
\end{array}\right.
$$

$n$ even.
3. The Chebyshev Expansion for $1 /(y+a)^{k}$. Let $g(x)=\left[\frac{x+1}{2}+a\right]^{-k}$. Then

$$
\begin{equation*}
\mathcal{L}^{-1}\{g(x)\}=\frac{2^{k}}{(k-1)!} e^{-(2 a+1) t} t^{k-1}=f(t) \tag{14}
\end{equation*}
$$

Use (10) and let $y=\frac{x+1}{2}$. Then $T_{n}(2 y-1)=T_{n}{ }^{*}(y), 0 \leqq y \leqq 1$, is the shifted Chebyshev polynomial [3] and

$$
\begin{align*}
\frac{1}{(y+a)^{k}} & =\left\{\sum_{n=0}^{\infty} \frac{\epsilon_{n}(-)^{n}(k+n-1)!}{(k-1)!} P_{k-1}^{-n}\right.  \tag{15}\\
& \left.\cdot\left[\frac{2 a+1}{2 \sqrt{a^{2}+a}}\right] T_{n}^{*}(y)\right\} /\left(a^{2}+a\right)^{k / 2} \quad 0 \leqq y \leqq 1, \quad a>0
\end{align*}
$$

where $P_{\nu}^{\mu}(x)$ is the Legendre function [1, v. 1. p. 120]. For $k=1$, (15) agrees with a result of Luke [4].
Table 1

4. The Psi and Log Gamma Functions. These examples show how a property of the Laplace transform may be used to advantage when applying (4) and (8)، We know that

$$
\begin{equation*}
\mathscr{L}\left\{e^{-a t} f(t)\right\}=g(x+a) . \tag{16}
\end{equation*}
$$

If $g(x)$ cannot be expanded in symmetric Jacobi polynomials, $a$ in (16) can often be chosen so that $g(x+a)$ has a convergent expansion. Let

$$
\begin{equation*}
g(x)=\psi^{(m)}(x)=D^{m+1} \log \Gamma(x) . \tag{17}
\end{equation*}
$$

Since $\psi^{(m)}(x)$ has poles at zero and the negative integers, we cannot expand the function over $-1 \leqq x \leqq 1$. However, if

$$
\begin{equation*}
g(x)=\psi^{(m)}(x+a) \tag{18}
\end{equation*}
$$

then

$$
\begin{equation*}
f(t)=\mathcal{L}^{-1}\{g(x)\}=(-)^{m+1} e^{-a t} t^{m}\left[1-e^{-t}\right]^{-1} \tag{19}
\end{equation*}
$$

and if $\operatorname{Re}(a)>1$, (7), and in particular (10), may be used since (18) is analytic for $|x| \leqq 1$. Substituting (19) in (10) and expanding ( $\left.1-e^{-t}\right)^{-1}$ by the binomial theorem, we have

$$
\begin{equation*}
C_{n}=-\left.\epsilon_{n} \sum_{k=0}^{\infty} \frac{d^{m}}{d x^{m}}\left[\frac{\left(\sqrt{x^{2}-1}-x\right)^{n}}{\sqrt{x^{2}-1}}\right]\right|_{x=k+a} . \tag{20}
\end{equation*}
$$

Setting $m$ equal to zero, we get

$$
\begin{equation*}
C_{n}=-\epsilon_{n} \sum_{k=0}^{\infty} \frac{\left[\sqrt{(k+a)^{2}-1}-(k+a)\right]^{n}}{\sqrt{(k+a)^{2}-1}}, \quad n \geqq 1 . \tag{21}
\end{equation*}
$$

Table 2
Coefficients for the Series

$$
\begin{array}{lr}
C i(x)=\int_{\infty}^{x} \frac{\cos t}{t} d t=\log (x)+\sum_{n=0}^{\infty} A_{2 n} T_{2 n}\left(\frac{x}{a}\right), & 0<x \leqq a \\
S i(x)=\int_{0}^{x} \frac{\sin t}{t} d t=\sum_{n=0}^{\infty} B_{2 n+1} T_{2 n+1}\left(\frac{x}{a}\right), & -a \leqq x \leqq a
\end{array}
$$

| $n$ | $a=2$ |  | $a=5$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $A_{2 n}$ | $B^{2 n+1}$ | $A \geq n$ | $B_{2 n+1}$ |
| 0 | 0.1352962627 | 1.6980909708 | -0.96313 15550 | 2.0857821107 |
| 1 | $-.4232751922$ | $-.0955849521$ | $-1.1310316550$ | -. 6704259749 |
| 2 | . 0182227219 | . 0029578196 | . 3466170891 | . 1518668742 |
| 3 | -. 0004157650 | $-.0000514215$ | $-.0569843620$ | -. 0186143512 |
| 4 | . 0000056716 | . $00000056+2$ | . 0053747844 | . 0013896747 |
| 5 | -. 0000000511 | $-.0000000042$ | -. 0003252237 | -. 0000695137 |
| 6 | .0000000003 | - - | . 0000136729 | .0000024908 |
| 7 | - | - | -. 0000004226 | $-.0000000671$ |
| 8 | - | - | . 0000000100 | . 0000000014 |
| 9 | - | - | $-.0000000002$ | - |

If $n=0,(21)$ diverges, and for $n=1$ the series is slowly convergent, but since $T_{n}(1)=1, T_{n}(-1)=(-)^{n}$, we may solve for $C_{0}$ and $C_{1}$ in terms of higher computable coefficients, i.e.,

$$
\left\{\begin{array}{l}
C_{0}=\frac{\psi(a+1)+\psi(a-1)}{2}-\sum_{k=1}^{\infty} C_{2 k}  \tag{22}\\
C_{1}=\frac{\psi(a+1)-\psi(a-1)}{2}-\sum_{k=1}^{\infty} C_{2 k+1}
\end{array}\right.
$$

Integration of the series defined by (21) yields a Chebyshev expansion for $\ln \Gamma(x+a)$ because [3]

$$
\begin{equation*}
\int T_{n}(x) d x=\frac{1}{2}\left[\frac{T_{n+1}(x)}{n+1}-\frac{T_{n-1}(x)}{n-1}\right]+C \tag{23}
\end{equation*}
$$

In Table 1 are listed coefficients for the Chebyshev expansions of $\psi(x+a)$ and $\log \Gamma(x+a), a=2(1) 5, n=0(1) 15$ to 8D.
5. The Sine and Cosine Integrals. For examples of (11)-(13) let

$$
\begin{gather*}
g_{1}(x)=\frac{(1-\cos a x) / x}{g_{2}(x)}=\int_{0}^{\infty} f(t) \frac{\sin x t}{\sin a x / x} d t  \tag{24}\\
f(t)= \begin{cases}1, & 0<x<a \\
0, & a<x<\infty\end{cases} \tag{25}
\end{gather*}
$$

Using [2, v. 2, p. 333, No. (1)] to evaluate (12) and (13) for $\alpha=-\frac{1}{2}$, we find that

$$
\begin{align*}
& S_{n}= \begin{cases}0, & n \text { even } \\
4 e^{(n-1)(r i / 2]} \sum_{k=0}^{\infty} J_{n+2 k+1}(a), & n \text { odd },\end{cases}  \tag{26}\\
& C_{n}= \begin{cases}0, & n \text { odd, } \\
2 e_{n} e^{n x i / 2} \sum_{k=0}^{\infty} J_{n+2 k+1}(a), & n \text { even }\end{cases} \tag{27}
\end{align*}
$$

Let $a=2$ and 5 in (26) and (27), and use [1, v. 2, p. 145, No. (6)] and (23) to obtain the expansion whose coefficients are listed in Table 2.
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